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Abstract

In a classical risk model under constant interest force, we study the probability that the surplus of an insurance company reaches an upper barrier before a lower barrier. We define this probability as win-first probability. Borrowing ideas from life-insurance theory, hazard rates of the maximum of the surplus before ruin, regarded as a remaining future lifetime random variable, are studied, and provide an original derivation of the win-first probability. We propose an algorithm to efficiently compute this risk-return indicator and its derivatives in the general case, as well as bounds of these quantities. The efficiency of the proposed algorithm is compared with adaptations of other existing methods, and its interest is illustrated by the computation of the expected amount of dividends paid until ruin in a risk model with a dividend barrier strategy.

© 2005 Elsevier B.V. All rights reserved.

JEL classification: G22; C60

Keywords: Ruin probability; Hazard rate; Upper absorbing barrier; Constant interest force; Risk-return indicator; Win-first probability

1. Introduction

In this paper, we propose a way to compute the probability that a risk process reaches an upper barrier (representing a goal or a threshold for a dividend policy) before crossing a lower barrier (representing the ruin of the company, or a threshold for insolvency penalties). We define this probability as win-first probability.

We consider the compound Poisson risk model with a constant instantaneous interest force \( \delta \). The surplus of an insurance company at time \( t \) is modeled by the process \( R_t \), where \( R_0 = u \) and \( R_t \) satisfies the stochastic differential equation:

\[
dR_t = c \, dt - dS_t + \delta R_t \, dt.
\]
Here, $u$ is the initial surplus, $c$ the premium income rate, and the cumulated claims process $S_t$ is a compound Poisson process given by the Poisson parameter $\lambda$ and the distribution function $F_W$ of the individual claim amount $W$, with mean $m$. Assume that $c > \lambda m$. Denote by $T_u$ and $T_u^+$ the respective times to lower or upper barrier, with initial surplus $u$:

$$T_u = \inf\{t, R_t < u\} \quad \text{and} \quad T_u^+ = \inf\{t, R_t \geq u + v\}$$

with $T_u = +\infty$ if $\forall t \geq 0$, $R_t \geq 0$ and $T_u^+ = +\infty$ if $\forall t \geq 0$, $R_t < u + v$. The non-ruin probability within finite time $t$ is

$$\psi_u(u, t) = \mathbb{P}(T_u > t),$$

and the eventual non-ruin probability and ruin probability are respectively

$$\psi_u(u) = \mathbb{P}(T_u = +\infty) \quad \text{and} \quad \psi_u(u) = 1 - \psi_u(u).$$

As $c > \lambda m$, $ct - S_t \xrightarrow{\text{a.s.}} +\infty$ as $t \to \infty$. If $\delta > 0$ (no interest force), for any $(u, v) \in \mathbb{R}^2$, $T_u^+$ is an almost surely finite stopping time and one can determine whether or not $T_u > T_u^+$. However, if $\delta > 0$,

$$\mathbb{P}(R_t \to +\infty \text{as } t \to \infty) \neq 1$$

because there exists a threshold $y < 0$ such that, if for some $t > 0$, $R_t < y$, then surely $\forall s > t, R_s < 0$. This corresponds to the definition of ruin under interest force of Gerber (1979). This phenomenon causes many generalizations of the classical risk model to fail. Nevertheless, if for all $t \geq 0$, $R_t \geq 0$, then $R_t \to +\infty$ as $t \to \infty$. This will be very important to compute the win-first and the lose-first probabilities with constant interest force, respectively defined as

$$\text{WF}(u, v) = \mathbb{P}(T_u^+ < T_u), \quad \text{LF}(u, v) = 1 - \text{WF}(u, v).$$

These probabilities may provide risk and profit indicators with the same unit: subjectivity is reduced to the choice of the lower bound $u$, which represents the event "lose", and the upper bound $v$, which represents the event "win". Without upper barrier, one drawback of the probability of ruin is that its minimization often prescribes the cession of the whole activity by the insurer to the reinsurer. Besides, it does not give any information about the possible profit, even for very small ruin probabilities. It is interesting to combine it with a return indicator, and one of the simplest compromises is to consider the probability $\text{WF}(u, v)$ to reach a level $u + v$ from initial surplus $u$ before being ruined. It has the advantage not to require constrained optimization techniques.

Risk and return indicators can be built from the win-first probability, such as the initial surplus required to avoid a failure, $u_c(v) = \inf\{u, 1 - \text{WF}(u, v) \leq c\}$, the objective level $c$ and confidence level $\delta$ being given, or the maximal objective level that is reasonably achievable $v_c(u) = \sup\{v, \text{WF}(u, v) \geq 1 - c\}$, $u$ and $c$ being given. The two barriers thus help to define synthetic risk-return indicators having the same unit, like $(u_c(v), v)$ and $(u, v_c(u))$, useful to compare reinsurance or investment strategies. Other quantities involving win-first probabilities can be considered, such as $\mathbb{E}(T_u - T_u^+), \mathbb{E}(T_u^+ - T_u)$, ... Double barrier problems have been studied in the compound Poisson model without interest force by Segerdahl (1970), Dickson and Gray (1984a,b), Wang and Politis (2002). We first give properties of win-first probabilities in Section 2.1, including a differential equation and a direct adaptation of a result of Segerdahl (1942). We thus obtain the win-first probability as a quotient of two non-ruin probabilities. A first way to tackle the problem of numerically compute win-first probabilities would be to use existing methods (Brekelmans and De Waegenaere,
2001; Sundt and Teugels, 1995, 1997; De Vylder, 1999) of computing ruin probabilities for some particular claim amount distributions, or for small \( \delta \), and to take the quotient. For exponentially distributed claim amounts, the probability of ruin under constant interest force is well-known (see Segerdahl, 1942, or Sundt and Teugels, 1995).

For general claim size distribution, bounds and Lundberg coefficients have been derived by Sundt and Teugels (1995, 1997), and several others.

Sundt and Teugels (1997) obtain bounds for the adjustment function. Konstantinides et al. (2002) obtain an asymptotical two-sided bound for heavy-tailed claim size distribution from generalizing results of the classical case \( \delta = 0 \) to the general case. It is possible to use these bounds to get a two-sided bound for the win-first probability with interest force with heavy-tailed claim size distribution. However, we do not need in our problem to compute ruin probabilities, and we shall introduce an original method which is adapted to the present framework and more suitable in the general case and for general interest force \( \delta \) than the method consisting in computing the two corresponding ruin probabilities.

The formulation of the problem, and the quotient of survival probabilities suggest the possibility to study a ruin-related survival function of some defective random variable \( \theta \), inspired from life-insurance theory. We study in Section 2.2, its hazard rate function and propose an algorithm to compute the win-first probabilities and its derivatives, and a bound of the numerical error. A particular property of the hazard rates of \( \theta \) (see Theorem 5) is the key argument which makes the method so efficient. The algorithm and reasons for someone to want to use it are detailed in Section 3. In Section 4, numerical examples are given to demonstrate the accuracy of the algorithm and applications are proposed. In particular, computing expressions like \( \mathbb{E}[\text{WF}(u-W, W)] \) which involve win-first probabilities are of real interest in models with dividends. For example, Frostig (2004) and Gerber and Shiu (1998), considered risk models with a dividend barrier, and computed the expected amount of dividends until time \( t \) and until ruin, or optimal dividend strategies. These quantities are expressed in Section 4.1 in terms of win-first probabilities, which correspond in this framework to the probability that the dividends are positive. We compare our method with the one using Sundt and Teugels (1995) in Section 4.3.

2. Win-first probability

In this section, we first adapt classical results of ruin theory to our framework. There is no essentially new idea in Section 2.1. This is the reason why we only state the results we shall need later. The proofs are similar as in the case \( \delta = 0 \). We introduce in Section 2.2, the new method we propose to compute the win-first probabilities in the general case.

2.1. Adaptation of classical results and methods of ruin theory

Note that \( \text{WF}(u, v) \) is nondecreasing with respect to \( u \), nonincreasing with respect to \( v \), and that

\[
\text{WF}(u, v) = 0 \quad \text{for all } u < 0 \quad \text{and} \quad \text{WF}(u, v) = 1 \quad \text{for all } u \geq 0, \ v \leq 0.
\]

Remark 1. In the special case \( \delta = 0 \), \( R_t = u + ct - S_t \) corresponds to the classical risk process, and \( R_t - R_0 \) does not depend on \( R_0 = u \). In this case, \( u \) is not necessarily the initial reserve, and \( \text{WF}(u, v) \) corresponds to the probability that the surplus process \( R_t \) reaches \( R_0 + v \) before reaching the barrier \( R_0 - u \), and does not depend on \( R_0 \).

Theorem 1. For \( v \geq 0, \ w \geq 0 \),

\[
\text{WF}(u, v + w) = \text{WF}(u, v) \cdot \text{WF}(u + v, w).
\] (1)
Proof. For \( u \geq 0, v > 0, w > 0 \), from stationarity and Markov property of \( R_t \), earning \( v + w \) before losing \( u \) may be decomposed into: earning \( v \) before losing \( u \) and then earning \( w \) before losing \( u + v \). If \( v = 0 \) or \( w = 0 \), equality is obvious. For \( u < 0 \), both terms are equal to 0. □

Theorem 2. For \( u \geq 0, v > 0, w > 0 \),

$$\frac{\partial}{\partial u} \Phi(u, v) - \frac{\partial}{\partial v} \Phi(u, v) = \frac{1}{c} \Phi(u, v) - \mathbb{E}[\Phi(u - W, v + W)].$$

Proof. From Poisson process properties, we get

$$\Phi(u, v) = (1 - \frac{\lambda}{c}) \cdot \Phi\left(u e^{\frac{v}{c}} + \frac{c}{\delta} (e^{\frac{v}{c}} - 1), v - \left(u + \frac{c}{\delta}\right) (e^{\frac{v}{c}} - 1)\right)$$

$$+ \lambda t \cdot \mathbb{E}[\Phi\left(u e^{\frac{v}{c}} + \frac{c}{\delta} (e^{\frac{v}{c}} - 1) - W, v - \left(u + \frac{c}{\delta}\right) (e^{\frac{v}{c}} - 1) + W\right)] + o(t).$$

This heuristic argument shows that Eq. (2) may be derived with classical ruin theory tools. For \( u = 0 \), we take the convention that \( (\partial/\partial u) \Phi(u, v) \) is the right derivative of \( \Phi(u, v) \). Note that in this case, the last term of Eq. (2) disappears. Starting from (2), a direct application of (1) leads to

$$\Phi(u - W, v + W) = \Phi(u - W, W) \cdot \Phi(u, v),$$

which provides the second equation. □

Inequalities between win-first probabilities and some finite-time ruin probabilities may be derived.

Proposition 1. For any \( u \geq 0, v \geq 0 \), we have

$$\psi(u, v) \leq \Phi(u, v) \leq \psi(u, \tau_d(u, v)).$$

where \( \tau_d(u, v) = \frac{c}{\delta} \ln \left(1 + \frac{c}{\delta} v\right)\) if \( \delta > 0 \), and \( \tau_0(u, v) = v/c.\)

Proof. For \( u \geq 0, v \geq 0 \), if \( T_u = +\infty \) then the insurer earns almost surely \( v \) before losing \( u \), because \( R_t \rightarrow^{a.s.} +\infty \) as \( t \rightarrow \infty \). It follows \( \Phi(u, v) \geq \mathbb{P}(T_u = +\infty) = \psi_d(u) \). Now, if the insurer earns \( v \) before losing \( u \), time needed to earn \( v \) is necessarily greater than the solution \( \tau_d(u, v) \) of equation in \( \tau_d(u, v) \):

$$ue^{\delta \tau_d} + \frac{c}{\delta} (e^{\delta \tau_d} - 1) = u + v,$$

and \( T_u > \tau_d(u, v) \). So, \( \Phi(u, v) \leq \mathbb{P}(T_u > \tau_d(u, v)) \).

Finally, considering \( \lim_{d \rightarrow \infty} \Phi(u, v) \), enables us to express \( \Phi(u, v) \) as a quotient of survival probabilities. □

Theorem 3. For \( u \geq 0, v \geq 0 \),

$$\Phi(u, v) = \frac{\psi(u, v)}{\psi(u + v)}.$$

(5)
In the special case $\delta = 0$, this result has been recently developed by Wang and Politis (2002), and had also been treated previously by Dickson and Gray (1984b) and Segerdahl (1970). The idea is here exactly the same, and we omit the proof of the extension, which is rather direct.

From Eq. (5), it is possible to derive an exact formula for $WF(u, v)$ in the case of exponentially distributed claim amounts (see Segerdahl, 1942; Sundt and Teugels, 1995), and asymptotical equivalents and bounds for general claim size distribution, as mentioned in the introduction.

### 2.2. Hazard rates of $\theta$ and applications

In this section we present an interesting interpretation of $WF(u, v)$. Let us change our notation for an instant and write

$$vpu = WF(u, v).$$

Property (1) can be written

$$v + wp = vpu \cdot wp + v,$$

and corresponds to a simple classical formula, expressed in International Actuarial Notation (see Actuarial Mathematics), stating that for a positive future lifetime $\theta$:

$$P(\theta \geq u + v + w|\theta \geq u) = P(\theta \geq u + v|\theta \geq u) \cdot P(\theta \geq u + v + w|\theta \geq u + v).$$

This formula, based on elementary conditioning, illustrates the fact that someone aged $u$ survives $v + w$ years, if he first survives $v$ years, and, being then aged $u + v$, survives $w$ more years. So, it seems logical to look for a nonnegative random variable $\theta$ such that

$$WF(u, v) = P(\theta \geq u + v|\theta \geq u).$$

Let $\theta$ be the positive, defective random variable

$$\theta = \sup\{R_t, t \leq T_0 | R_0 = 0\}.$$

Define the survival function of $\theta$ by

$$S(x) = P(\theta \geq x), x \in \mathbb{R}^+,$$

and its hazard rate by

$$\mu_x = -\frac{S'(x)}{S(x)} = -\frac{\partial}{\partial x} \ln(S(x)).$$

**Theorem 4.** For $u \geq 0, v \geq 0$, the win-first probability can be written as

$$WF(u, v) = \frac{P(\theta \geq u + v|\theta \geq u)}{S(u)} = \frac{S(u + v)}{S(u)},$$

with $S(x) = P(\theta \geq x) = \phi_\delta(0)/\phi_\delta(x), x \geq 0$.

**Proof.** Let us first consider the case $u = 0, v \geq 0$. If $T_0 = +\infty$, $R_t \rightarrow +\infty$ as $t \rightarrow +\infty$, and upper barrier $v$ is reached after an almost surely finite time $T_0 < T_0$. In this case, given that $T_0 = +\infty$, $WF(0, v) = 1 = P(\theta \geq v)$. If $T_0 < +\infty$, upper barrier $v$ is reached if and only if $\theta \geq v$, and $WF(0, v) = P(\theta \geq v)$. In every case $WF(0, v) = P(\theta \geq v), v \geq 0$.

Consider now $u \geq 0, v \geq 0$. We have seen that $T_0 = +\infty$ implies $\theta \geq u$. So $P(\theta \geq u) \geq \phi_\delta(0) > 0$. Starting from property (1), we have $WF(u, v) = WF(0, u + v)/WF(0, u) = P(\theta \geq u + v)/P(\theta \geq u)$. And the result is obvious since $v \geq 0$. 


For \( u \geq 0, v \geq 0 \), note that

\[
\frac{\partial}{\partial v} \ln \WF(u, v).
\]

This rate is finite and only depends on the sum \( u + v \). In the case of integer-valued claim amounts, we will see that \( \mu_u \) is continuous and derivable at each \( u \in \mathbb{R}^+ \setminus \mathbb{N} \). For \( u \in \mathbb{N} \), \( \mu_u \) will be only right-continuous and right-differentiable, so that we will take the convention that each derivative of \( \mu \) is its right derivative. We will take the same convention for derivatives in \( u \) of \( \WF(u, v) \).

Given that \( \theta \geq u \), the conditional density of \( \theta \) is

\[
f_{\theta \mid u}(x) = \frac{\partial}{\partial x} P(\theta < u + x \mid \theta \geq u) = \WF(u, v) \cdot \mu_u + v.
\]

Hence, for example, \( \LF(u, v) = P(\theta < u + v \mid \theta \geq u) = \int_0^v \WF(u, s) \mu_u + s \, ds \).

In the sequel, since we will use common actuarial tools, we will most often preferably write probabilities with standard actuarial notations, using \( t_{px} \) instead of \( \WF(x, t) \), and will also write:

\[
\mu_i(u) = \frac{\partial}{\partial u_i} \mu(u, s), \quad s_i(u) = \frac{\partial}{\partial u_i} s(u), \quad t_{px}^{(i)} = \frac{\partial}{\partial x_i} t_{px}, \quad w_{pu}^{(i)} = \frac{\partial}{\partial u_i} w_{pu}.
\]

Note that, due to these definitions, we do not have an equality between \( s_i(u) \) and \( w_{pu}^{(i)} \) when \( w = u \).

Let us denote by \( \binom{n}{k} \) the binomial coefficient for integers \( k \) and \( n \), \( 0 \leq k \leq n \).

\section*{Proposition 2.}

For \( u, v \geq 0 \), we have

\[
\WF(u, v) = \exp \left( - \int_u^{u+v} \mu(s) \, ds \right), \quad (7)
\]

\[
l_{px}^{(i)} = t_{px}(\mu_i - \mu_{i+1}), \quad l_{px}^{(k+1)} = \sum_{i=0}^k \binom{k}{i} l_{px}^{(i)} (\mu_i^{(k-i)} - \mu_{i+1}^{(k-i)}), \quad k \geq 0. \quad (8)
\]

\section*{Proof.}

Eq. (7) holds directly from Theorem 4. Differentiations are straightforward. \( \square \)

\section*{Proposition 3.}

A general link between unconditional survival function and hazard rate is given for \( x \geq 0, k \geq 0 \) by

\[
S^{(k)}(x) = -\mu_k S(x), \quad S^{(k+1)}(x) = -\sum_{i=0}^k \binom{k}{i} \mu_i^{(k)} S^{(i)}(x). \quad (9)
\]

\section*{Theorem 5.}

The hazard rate of \( \theta \) and its right derivatives are as follows:

\[
\mu_u = a_u(1 - E(W_{p_{u-w}})), \quad \mu_u^{(k)} = a_u^{(k)} - \sum_{j=0}^k \binom{k}{j} a_u^{(j)} E(W_{p_{u-w}}) \quad \text{for } u \geq 0, k \geq 0.
\]

with \( a_u^{(j)} = k! \lambda (\lambda - \delta)^j (v + hu)^{-(j+1)} \) and \( a_u^{(0)} = a_u \).

\section*{Proof.}

Direct from (5) and from (7).
Note that first equation in previous relations could also be written:

$$\mu_u = \lambda c + \delta u \left( 1 - \mathbb{E}\left[ \frac{1}{W} \exp - \int_{u-W}^{\infty} \mu_s \, ds \right] \right).$$

In particular, suppose $W$ is a continuous random variable. It is clear that $WF(u - W, W) = 0$ if $W > u$. It follows from (5) that $\mu_0 = \frac{\lambda}{c}$ and that $\forall u \geq 0, 0 \leq \mu_u \leq \mu_0$. Furthermore, differentiation of $\mu_u$ follows immediately from (7) and (5).

Hence, when $W$ is a continuous random variable, the hazard rate $\mu_u$ is a continuous, decreasing function of $u$, such that

$$\mu_0 = \frac{\lambda}{c}, \quad \lim_{u \to +\infty} \mu_u = 0, \quad \mu'_0 = -\frac{\lambda \delta}{c^2} \quad \text{and} \quad \lim_{u \to +\infty} \mu'_u = 0. \quad (11)$$

Remark 2. For $\delta = 0$, differentiation of $WF(u, v)$ makes sense, and computing $\mu_u, u > 0$ in terms of $\phi(u)$ leads to

$$\mu_u = \frac{\phi'(u)}{\phi(u)}.$$ 

We also check that, in the special case $\delta = 0$, formula (5) is a version of the classical risk theory formula

$$\phi'(u) = \frac{\lambda}{c} \phi(u) - \frac{\lambda}{c} \mathbb{E}[\phi(u-W)].$$

3. Algorithm

The recursive determination of hazard rate $\mu_u$ and its derivatives, for successive values of $u$, gives a set of values of $S(u)$ and its derivatives up to a given order. Despite the purpose is here to find values of win-first probabilities, this will eventually give results on $\phi(u)$ when $\phi(0)$ is known.

The proposed iterative algorithm allows to re-use previous computed quantities, and then reduce the complexity of the determination of the whole function $S$. It gives many derivatives of $\mu_u$ and $S(u)$, and all numerical errors will be bounded in a further section. No assumption is made neither on claim amounts nor on the interest force $\delta$, making the context different from studies using small $\delta$ (see Sundt and Teugels, 1995 and Section 4.3), and from the one using particular distributions for claim amounts (see Konstantinides et al., 2002; Brekelmans and De Waegenaere, 2001).

3.1. Approximations

In the sequel, $W$ is assumed to be a random variable taking values in the set $\mathbb{N}^*$ of positive integers. Define $n_i = \mathbb{P}(W = i), i \in \mathbb{N}$.

This hypothesis is not so stringent: in practice, we may approach any continuous random variable by a discrete one, and the discretization step may be chosen as small as necessary. Instead of taking this step smaller than 1, we choose this step equal to 1 and change the monetary unit.

The restriction $n_0 = 0$ can be easily eliminated: if $n_0 > 0$, one may replace $n_0, n_1, n_2, \ldots$ with $0, n_1/\lambda(n_1 - n_0), n_2/(1 - n_0), \ldots$ and $\lambda$ with $\lambda(1 - n_0)$ (see De Vylder, 1999).
The main assumption we shall use for approximations is

**Assumption.** $H_r^r$: $\mu$ is locally polynomial of order $r$ on intervals $[kr, kr + 1]$, $k \in \mathbb{N}$.

We shall see further that even a choice like $r = 2$ and $\varepsilon = 0.5$ gives numerically quite good results (see Section 4.2), and the precision of the algorithm increases rapidly for a better choice of these two parameters. In Section 3.3, we will derive bounds for each approximated quantity in the algorithm, in order to ensure the numerical validity of this assumption. Under $H_r^r$, we get from the $r$ first derivatives of $\mu$:

$$H_\varepsilon = \text{Assumption.}$$

$$\forall x \in [0, \varepsilon], \mu(x + \varepsilon) = \sum_{l \geq 0} \frac{\mu^{(l)}(x)}{l!},$$

For $x \in \mathbb{Z}_+^*, S(x + \varepsilon) = S(x) \exp \left( - \int_0^1 \sum_{l \geq 0} \frac{\mu^{(l)}(x)}{l!} \, dx \right).$

$$S(x + \varepsilon) = S(x) \exp \left( \sum_{k \geq 0} \frac{\mu^{(k)}(x)}{(k + 1)!} \right). \quad (12)$$

We can also derive $S(x + \varepsilon)$ from derivatives of $S(x)$, but we choose to use the single hypothesis $H_r$. In life insurance, the hypothesis of constant hazard rate is often considered for survival lifetimes, and corresponds here to the order $r = 0$. In practice, it is possible to get higher order derivatives of $\mu_r$, since computation of $\mu_r^{(r+1)}$ may be replaced with an approximation like $\mu_r^{(r+1)} = (\mu_r^{(r)} - \mu_r^{(r-1)})/\varepsilon$. However, one should keep in mind that, if $W$ takes values in $\mathbb{N}$, each $x \in \mathbb{N}$ is a point of discontinuity for function $\mu$ (see Fig. 4). So, using this approximation will give good results, except for $u \in \mathbb{N}$. Nevertheless, since numerical results are fine enough, and since the parameter $r$ could be chosen, we did not use this approximation.

**Proposition 4** (approximation algorithm). Under hypothesis $H_r^r$, the following algorithm computes recursively the values of $S(u)$, $\mu_u$, $E[w p_u w]$, and all their derivatives up to a given order $r$. With $S(0) = 1$, and for $u \in \mathbb{N}$, $u \leq u_{\text{max}}$, $k \in \mathbb{N}$, $k \leq r$:

$$w p_{u-w}^{(i)} = \delta_{u-w} S(u) / S(u-w) + \sum_{j \geq 1} \sum_{i \geq 0} C_j \mu_{u-w}^{(j-i)} - \mu_{u-w}^{(j-i)} / j!, \quad w = 1 \ldots [u],$$

$$\mu_u^{(i)} = a_i^{(i)} - \sum_{j=0}^k C_j \mu_u^{(j-i)} E[w p_{u-w}^{(j)}], \quad S(u + \varepsilon) = S(u) \exp \left( \sum_{i=0}^r \frac{\mu^{(i)}(u)}{(i + 1)!} \varepsilon^{i+1} \right).$$

From the second equation, quantities $\mu_0^{(j)} = a_0^{(j)}$ and $\mu_0^{(k)}$ are given by the recursion, as the $E[w p_{u-w}^{(j)}]$, $j \leq k$ are derived from previously computed quantities $w p_{u-w}^{(i)}$.

Note that $a_0^{(k)} = k \lambda \lambda^2 (\delta^k/c + \delta^k u^{k+1})$, and that for $w > u$, $w p_{u-w}^{(w)} = 0$. The previous algorithm gives derivatives of $\mu$ from order $0$ to $r$. It also gives for each $u \leq u_{\text{max}}$, $u \in \mathbb{N}$, $S(u)$ and eventually $\psi(u) = 1 - S(u)/S(0)$. To obtain derivatives of $WF$ and $S$, we can use (8) for $(\partial^k / \partial u^k)WF(u, v)$ and following relations:

$$\frac{\partial^k}{\partial u^k} WF(u, v) = \frac{S^{(k)}(u + v)}{S(u)}, \quad S^{(k+1)}(x) = - \sum_{i=0}^k C_i \mu_u^{(i)} S^{(k-i)}(x), \quad k \geq 0. \quad (13)$$
Let $i$ be a positive integer. We have seen that $S(i) = q_i(0)/q_i(i)$. In the special case $\delta = 0$, it is known that $q_i(i)$ can be exactly computable by classical formulae (see Picard and Lefèvre, 1997; De Vylder, 1999):

$$q_i(i) = \left(1 - \frac{\lambda n}{c}\right) \sum_{j=0}^{i} h_j (i-j),$$

with $h_j (\tau) = \frac{1}{j!} \sum_{i=0}^{j} \lambda^i \eta_j (\tau)$ and $h_j (0) = e^{-\lambda c}$. This formula has the advantage to give exact values if $W$ is integer-valued.

Let us compare the number of loops involved in the computation of $S(i), i = 1, \ldots, x$ by algorithm (4) and the number of loops involved in the computation of $q_i(j), i = 1, \ldots, x$ by the Picard and Lefèvre (1997) algorithm. Computing $S(i), i = 1, \ldots, x$ implies $r^2/2$ loops for $i = 1, \ldots, x/\varepsilon$, so that complexity of algorithm (4) is quite proportional to $\varepsilon^2 x^2/x$. Computing $q_i(j), i = 1, \ldots, x$ requires loops for $i = 1, \ldots, x$, $j = 0, \ldots, i, k = 1, \ldots, j$, so that complexity of Picard-Lefèvre formula is quite proportional to $x^2$. To approximate a continuous distribution $W$ by $W_i$ taking values in $d\delta$, time needed by algorithm (4) is proportional to $\varepsilon^2 x^2/d^2\delta$ against $x^2/d\delta^2$ for the Picard and Lefèvre (1997) formula. Noting that hypothesis $H_2$ means that $\mu$ is linear on intervals of length $d\delta$, one can use $\varepsilon = 1$ and $r = 1$ if $d$ is small. As both formulae lead to an approximation of values obtained for a continuous $W$, the algorithm may be of a practical interest even in the case $\delta = 0$. Moreover, we will see in Section 3.4 that the complexity of the algorithm can be reduced in this case.

### 3.2. Convergence for parameters $r$ and $n$

The highest order of derivatives that are computed by the algorithm is $r$, and $n = 1/c$ is an integer that represents the number of sub-periods in one unit of time. The hypothesis in approximation algorithm is that, on each sub-period, $\mu_{x\varepsilon}$ is locally polynomial of order $r$. The precision of the algorithm, at one step, is given by $\eta$, which represents the number of decimal digits that one aims at obtaining. More precisely, $10^{-\eta}$ represents the error in the approximation of $\mu_{x\varepsilon}$, by the Taylor expansion of order $r$.

To improve the local precision of the algorithm, we can increase either $n$ or $r$, this may have different effects on the complexity of the algorithm. We only give here informal considerations for the choice of the couple $(n, r)$ to minimize the complexity of the algorithm. It would be possible to get more rigorous results for that choice of parameters, but they are omitted here in the interest of conciseness.

Note first that the remaining part in the Taylor expansion behaves like $(\mu^{(r+1)})/(r+1)! r^{r+1}$. To simplify further calculation, take $a = 0$, since $\mu^{(r+1)}(0)$ is known, equal to $a^{(r+1)}(0)$. In absolute value, the error is then comparable to $\lambda/(\delta n)^{r+1}$. If this last quantity is set to be equal to $10^{-\eta}$, then a link appears between $r$ and $n$:

$$r = \frac{\eta \ln(10) + \ln(\lambda)}{\ln(\delta n/\lambda)} - 1, \quad n = \frac{\delta}{c} (\lambda 10^r)^{(r+1)}.$$

For a given $a$ the local complexity of the algorithm is then proportional to

$$c(r) = nr^2 = \frac{\delta}{c} (\lambda 10^r)^{(r+1)} r^2.$$

Trying to find $r_0$ that minimizes $c(r)$, we find, in the case where $\ln(\lambda 10^r) \geq 8$

$$r_0 = \frac{1}{4} \left( \ln(\lambda 10^r) - 4 + \sqrt{\ln(\lambda 10^r) \ln(\lambda 10^r) - 8} \right), \quad n_0 = \frac{\delta}{c} (\lambda 10^r)^{(r+1)}.$$
Since \( n_0 \) is here a real number, and should better be an integer greater than 1, and since \( r \) must also be an integer, we may choose the following parameters to ensure that required precision on \( \mu \) is reached at the first point following \( u = 0 \):

\[
\eta_{opt} = \max(2, \lceil n \rceil + (0 \text{ or } 1)) \quad \text{and} \quad \eta_{opt} = \left\lfloor \frac{n \ln(10) + \ln(\lambda)}{\ln(\eta_{opt}/\delta)} \right\rfloor + (0 \text{ or } 1).
\]

As an example, take \( \delta = 100\% \), so that we do not suppose that \( \delta \) is close to 0. For \( \lambda = 1, c = 1 \) and \( \eta = 12 \) decimal digits, we get \( \eta_{opt} = 9 \) and \( \eta_{opt} = 12 \). With \( \eta = 16 \) decimal digits, we get \( \eta_{opt} = 9 \) and \( \eta_{opt} = 16 \), so that the complexity is multiplied by something less than 1.8 to reach 4 more decimal digits.

### 3.3. Bounds for \( \mu_u \), \( W_{\mu}(u, v) \) and their derivatives

The algorithm makes only one approximation by replacing \( \mu + x \delta \bar{u} \) with its Taylor expansion. Nevertheless, this approximation is used recursively, so that even if the error is locally bounded, we cannot ensure that the global result will be precise enough. For this reason, we must give exact bounds for the values we approximate.

For a function \( f_u \), we will use the following notations: \( f_u^{[-1]} \) and \( f_u^{[+1]} \) will be bounds of \( f_u \), such that \( f_u \in [f_u^{[-1]}, f_u^{[+1]}] \). We define by this way \( \mu_u^{(j)}(r), S_0^{(j)}(r) \) and \( \mu_u^{(j)}(r) \), with \( \mu_u^{(j)} = E_{\{y \leq \mu_u^{(j)}(r)\}} \), for \( r \in [-1, +1] \).

For two bounded quantities \( a \) and \( b \), we will use following arithmetic, that might be simplified when the signs of \( a \) and \( b \) are known:

\[
(a+b)^{[\sigma]} = a^{[\sigma]} + b^{[\sigma]}, \quad (a-b)^{[\sigma]} = a^{[\sigma]} - b^{[\sigma]}, \quad (ab)^{[\sigma]} = \max_{\sigma \in \{1, -1\}} \{a^{[\sigma]}b^{[\sigma]}\}, \quad \sigma \geq 0
\]

Note first that, when \( u = 0, S(0)^{[-1]} = S(0)^{[+1]} = 1 \). From (8), we can bound \( \mu_u^{(j)} \) from bounds of \( \mu_u^{(j)} \) and \( u p_{2j}^{(j)} \), \( j < k \), \( u \leq u \). From (10), we can also bound \( \mu_u^{(j)} \) from bounds of \( u p_{2j}^{(j)} \), \( j \leq k \). We get then \( u p_{2j}^{(j)} \) and \( \mu_u^{(j)} \) for \( \sigma \in [-1, +1] \).

We will now use for a function \( f_u \) the following notations: \( f_u^{[-2]} \) and \( f_u^{[+2]} \) will be bounds of \( f_u \), such that \( f_u \in [f_u^{[-2]}, f_u^{[+2]}] \). We will use the following notations: \( f_u^{[-2]} \) and \( f_u^{[+2]} \) will be bounds of \( f_u \), such that \( f_u \in [f_u^{[-2]}, f_u^{[+2]}] \). We define by this way \( \mu_u^{(j)}(r), S_0^{(j)}(r) \) and \( \mu_u^{(j)}(r) \), with \( \mu_u^{(j)} = E_{\{y \leq \mu_u^{(j)}(r)\}} \), for \( r \in [-1, +1] \). The sign of \( a^{[\sigma]} \) is the same as the one of \( (-1)^{n} \). Since \( a^{[\sigma]} \) is thus either increasing or decreasing in \( u \), depending on \( k \mod 2 \), we remark that

\[
a^{[\sigma]}(u) = \delta^{[\sigma]} \lambda^{[\sigma]} (c^{[\sigma]} + \delta u^{[\sigma]})^{(-1)^{n+1}}, \quad \sigma = -1, 0, +1, \quad a^{[\sigma]}(r) = I_{\mid k \mod 2 \leq 0} a^{[\sigma]}(r) + I_{\mid k \mod 2 \leq 1} a^{[\sigma]}(r).
\]

Using such \( a^{[\sigma]}(r) \), we can easily check that (8) and (10) can be adapted to get bounds \( u p_{2j}^{(j)}(r) \) and \( \mu_u^{(j)}(r) \) for \( \sigma \in [-2, +2] \).

The knowledge of bounds of \( \mu_u^{(j)}(r), s < \varepsilon \) will allow us to derive bounds of the derivative form of Taylor’s remainder, and then bounds of \( S(u) \). For \( s \in [0, \varepsilon] \), \( \mu_u^{(j)} \) is a continuous and \( r + 1 \) times differentiable function of \( r \). We have

\[
\mu_u^{(j)} = \sum_{k=0}^{j} \frac{\mu_{u}^{(j)}}{k!} k^j s_k + R_{j,k}^{(2)} \quad \text{with} \quad R_{j,k}^{(2)} = \frac{\mu_{u}^{(j+1)}}{(r+1)!} s^{r+1}, \quad u \in [u + \varepsilon].
\]
Since $\mu_{\sigma}(n+1)$ is bounded, we can bound $R_{\sigma}(n)$, and then $S(a + \varepsilon)$:

$$S(a + \varepsilon)^{(n)} = S(a)^{(n)} \exp \left( -\sum_{\ell=0}^{2n+1} \frac{\mu_{\ell}^{(n+1)}(\varepsilon)}{(k+1)!} + \frac{\mu_{\ell-1}^{(n+1)}(\varepsilon)}{(r+2)!} \varepsilon^{r+2} \right), \quad \sigma \in \{-1, +1\}.$$ 

The only difficulty to build the bounding algorithm is the following: since $S(a)$ is decreasing in $u$, a good lower bound for $S(x), x \in [a, a + \varepsilon]$ is given by the lowest value of $S(a + \varepsilon)$, so that we can propose $S(a)^{(n)} = S(a + \varepsilon)^{(n)}$. Nevertheless, the calculation of $S(a + \varepsilon)^{(n)}$ from $S(a)^{(n)}$ uses $\mu_{\ell}^{(n+1)}(\varepsilon)$, that is then calculated from $S(a)^{(n)}$.

Using such a bound gives then $S(a)^{(n)}$ as a computable function of itself. We have built both a formal computation algorithm, in order to get the root value of $S(a)^{(n)}$, and also a fixed-point algorithm, starting from $S(a)^{(n)} = 0$.

Nevertheless, since the last term of Taylor expansion becomes very small for large values of $r$, such precise bounds of $S(a)^{(n)}$ could be replaced with $S(a)^{(n)} = 0$. The great acceleration resulting of this choice can be exploited to increase $r$ or $n = 1$, for example, and thus the precision of the algorithm. We will see with numerical figures that this approximation is sufficient to get very precise results. Indeed, it only changes bounds for the $r + 1$th derivative order of $\mu_{\sigma}$ and has an impact comparable to $\mu_{\ell}^{(n+1+\varepsilon)}(\varepsilon)^{r+2}/(r + 2)!$. The problem does not hold for $S(a)^{(n+1)}$ since the better bound we can propose is $S(a)^{(n+1)} = S(a)^{(n)}$. Note that, by construction, $S(a)^{(n+1)}$ and $S(a)^{(n+1)}$ give bounds for $S(a)$, not for its approximation $S(a)^{(n)}$, which can be outside the interval.

Proposition 5 (bounding algorithm). Bounds for $\mu_{\sigma}$, $E[\mu w_{\sigma} w]$). $S(a)$ and their derivatives up to order $r$ are given by following algorithm, with initialization values $S(0)^{(n)} = S(0)^{(n+1)} = 1$. For $u = 0, \ldots, u_{\text{max}}$ by step $\varepsilon$, for $k = 0, \ldots, k + 1$, and for $n_0 = n_1 + 1, +2$,

$$S(u)^{(n+1)} = S(u)^{(n)} \exp \left( -\sum_{\ell=0}^{2n+1} \frac{\mu_{\ell}^{(n+1)}(\varepsilon)}{(k+1)!} + \frac{\mu_{\ell-1}^{(n+1)}(\varepsilon)}{(r+2)!} \varepsilon^{r+2} \right), \quad \sigma = \pm \varepsilon_0.$$ 

$$w_{\mu w_{\sigma} w}^{(n)}(\varepsilon) = \sum_{j=0}^{k+1} C_{\ell}^{k+1}(\varepsilon)^{k+1-j})^2 \mu^{(n)}_{\sigma-1}(\varepsilon) - \mu^{(n)}_{\sigma}(\varepsilon), \quad \sigma = \pm \varepsilon_0.$$ 

$$\mu_{\sigma}^{(n+1)}(\varepsilon) = \mu_{\sigma}^{(n)}(\varepsilon) - \sum_{\ell=0}^{k+1} \frac{\mu_{\ell}^{(n)}(\varepsilon)}{(k+1)!} \varepsilon^{k+1} - \frac{\mu_{\ell+1}^{(n)}(\varepsilon)}{(r+2)!} \varepsilon^{r+2}, \quad \sigma = \pm \varepsilon_0.$$ 

This algorithm is quite similar to the first we proposed. Some remarks can be done for its practical implementation.

First, we had better use only integer arguments, so that for $n = 1/\varepsilon, n \in \mathbb{N}$, we preferably replace $u$ with an index $i = 0, \ldots, u_{\text{max}}$, where $i$ denotes $nu$.

Second, for each value of $u$, we do not use previous values $u_{\mu w_{\sigma} w}$ and $E[w_{\mu w_{\sigma} w}]$, $w_0 < u$. In the algorithm, these quantities do not need to depend on $n$, and that spares storing memory.

Third, many quantities, like $E[w_{\mu w_{\sigma} w}]$ or like Taylor integrated approximation in the exponential, can be computed in previous sums respectively $w_{\mu w_{\sigma} w}$ and $\mu^{(n)}_{\sigma}$.

We may check at each step if the precision of the computer is high enough. If not, it is possible to change lower and upper bounds in order to include, at each step, the maximum numerical computer error.
At last, bounds for derivatives of \( S \) and \( WF(u, v) \) with respect to \( u \) and \( v \) are given for \( \sigma \in \{-2, -1, 1, 2\} \) by

\[
S^{(k+1)}(t) = -\sum_{i=0}^{k} C_i^k (\mu^{(k)}_u(\cdot|t))^{(n)}, \quad \frac{\partial}{\partial v} p^{(n)}_v = \frac{S^{(n)}(u + v)}{S(u)^{n-1}}, \quad k \geq 0, \]

\[
\frac{\partial}{\partial v} p^{(n)}_v = \sum_{i=0}^{k} C_i^k (\mu^{(k)}_u(\cdot|v))^{(n)}, \quad k \geq 1.
\]

### 3.4. Further results and improved algorithm

We have seen that, given the survival function \( S(x) \) for \( x \in [0, u] \), it is possible to deduce exactly as many derivatives of \( \mu_u \) and \( \lambda_u \) as wanted, and to get then an approximation of \( S(u + v) \). The previous algorithm was constructed on this idea. For \( k \) varying from 0 to a given derivative order \( r \), let us recall here equations that are used in this exact differentiation step (\( u \leq v \)):

\[
\frac{d^k}{du^k} p^{(n)}_{u,v} = \frac{S(u)}{S(u-v)} + \sum_{j=0}^{k} C_{k-j}^k \left( \mu^{(k-j)}_u(w) \right)^{n} - \mu^{(k-j)}_u(w)^{n}, \quad k \geq 0, \quad (14)
\]

\[
\mu^{(1)}_u = \mu^{(1)}_v = \sum_{j=0}^{k} C_{k-j}^k \left( \mu^{(k-j)}_u(w) \right)^{n} - \mu^{(k-j)}_u(w)^{n}, \quad (15)
\]

\[
\mu^{(1)}_u = \frac{1}{\lambda + c} \left( \frac{A}{\lambda + c + \delta u} \right)^{\lambda}. \quad (16)
\]

This step was of complexity proportional to \( u^2 \). We will see here that it is sometimes possible to reduce this complexity to something proportional to \( \ln(u)/\ln(2) \). To do so, we shall denote by \( \Omega \), a random variable distributed as \( W \) with \( W = W_1 + \cdots + W_n \), with \( \Omega_0 = W \). The law of \( \Omega \) can be easily constructed for integer claim amount \( W \), since for \( k \in \mathbb{N} \):

\[
\mathbb{P}[\Omega_0 = k] = \mathbb{P}[W = k], \quad \mathbb{P}[\Omega_{n+1} = k] = \sum_{i=0}^{k} \mathbb{P}[\Omega_n = i] \mathbb{P}[\Omega = k + i], \quad k \in \mathbb{N}, \quad n \geq 0.
\]

Remark also that if \( S \) is given on \([0, u]\), we can easily deduce \( \Omega, p_{u-\Omega} \) from \( S \). We will see that since \( W \geq 1 \) we will only need law of \( \Omega_2 \) when \( \Omega_2 \leq u \), i.e. for \( v \leq \ln(u)/\ln(2) \).

We previously gave derivatives for almost all relations, except an important one:

**Proposition 6.** By derivation of actuarial property of win-first probabilities:

\[
x+rP_x = xP_x \cdot P_{x+r}, \quad x+rP_x^{(n)} = \sum_{j=0}^{k} C_{k-j}^k \left( \mu^{(k-j)}_u(w) \right)^{n} - \mu^{(k-j)}_u(w)^{n}, \quad (17)
\]

Consider first the case \( \delta = 0 \). In this case, \( \mu^{(1)}_u = (\lambda/c)1_{[\delta=0]} \). As \( u, p_{u-w} = 0 \) when \( w > u \), injecting (15) into (14) gives

\[
w_i p_{u-w}^{(k-i)}(1) = \frac{1}{c} \sum_{i=0}^{k} C_{k-i}^i (\mu^{(k-i)}_u(\cdot))^{n} - \mu^{(k-i)}_u(\cdot)^{n}, \quad w_i p_{u-w}^{(k-i)}(1) = \frac{1}{c} \sum_{i=0}^{k} \mathbb{E}[\mathbb{I}_{[\cdot]}(\mu^{(k-i)}_u(\cdot))^{n} - \mu^{(k-i)}_u(\cdot)^{n}],
\]
Using Proposition 6, we get then the following theorem, reducing the complexity of differentiation step to something proportional to \( \ln(u) r^2 \).

**Theorem 6.** When \( \delta = 0 \), and if \( S(x) \) is given on \([0, u]\), then all derivatives of \( \Omega, \rho_{\alpha - \Omega} \) are given by the following recursion: for \( v \) from \([\ln(u) / \ln 2]\) down to 0, for \( k \) from 0 to \( r \):

\[
\rho_{\alpha - \Omega}^{(k+1)} = \begin{cases} \frac{1}{2} \rho_{\alpha - \Omega}^{(k)} & k \geq 0, \delta = 0 \\
\frac{1}{2} \sum_{i=0}^{k} C_i^k \rho_{\alpha - \Omega}^{(i)} \rho_{\alpha - \Omega}^{(k-i)} & \end{cases}
\]

with \( \rho_{\alpha - \Omega}^{(k)} = \Omega / \Omega_{\alpha - \Omega}^{(k)} \).

Consider now the case \( \delta > 0 \). In this case, note that

\[
C_i^k \rho_{\alpha - \Omega}^{(i)} \rho_{\alpha - \Omega}^{(k-i)} = a_i^{(0)} u_{\alpha - \Omega}^{(i)} \text{ with } a_i^{(0)} = \frac{\lambda}{c + 4u}.
\]  

(18)

Assume that \( u \) is given and define \( \rho_{\alpha - \Omega}^{(k)} = \rho_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \), \( \tilde{p}_{\alpha - \Omega}^{(k)} = \tilde{p}_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \) and \( \tilde{\mu}_{\alpha - \Omega}^{(k)} = a_i^{(0)} / \rho_{\alpha - \Omega}^{(k)} \). Substituting (18) in (14) and (15) yields:

\[
\rho_{\alpha - \Omega}^{(k+1)} = \frac{1}{2} \sum_{i=0}^{k} \rho_{\alpha - \Omega}^{(i)} \rho_{\alpha - \Omega}^{(k-i)} \text{ with } \rho_{\alpha - \Omega}^{(k+1)} = -\frac{\lambda}{k + 1} u_{\alpha - \Omega}^{(k+1)}.
\]  

(19)

\[
\tilde{\mu}_{\alpha - \Omega}^{(k)} = a_i^{(0)} \sum_{i=0}^{k} \tilde{p}_{\alpha - \Omega}^{(i)} / \rho_{\alpha - \Omega}^{(k)}.
\]  

(20)

and from (17),

\[
\tau_{\alpha - \Omega}^{(k)} = \frac{\lambda}{c + 4u} \sum_{i=0}^{k} \tilde{p}_{\alpha - \Omega}^{(i)} / \rho_{\alpha - \Omega}^{(k+1)}.
\]  

(21)

Eqs. (19)–(21) could be useful for computations and for further analysis, since they avoid to compute binomial terms in the recurrence or factorials in the Taylor’s expansion:

\[
\sum_{k=0}^{\infty} \frac{\tilde{p}_{\alpha - \Omega}^{(k)}}{(k+1)!} (k+1) = \frac{\lambda \epsilon}{c + 4u} \sum_{k=0}^{\infty} \frac{\tilde{p}_{\alpha - \Omega}^{(k)}}{k + 1} \left( \frac{-\delta \epsilon}{c + 4u} \right)^k.
\]

This improvement being quite simple, the resulting algorithms for approximation and bounds are omitted here.

Other extensions may be found for \( \delta > 0 \) by similar arguments as in the case \( \delta = 0 \). Injecting (20) into (19), and using the actuarial property, we can get an expression depending on quantities \( \tilde{p}_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \), \( \tilde{\mu}_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \). Since these quantities are bounded, with \( \tilde{p}_{\alpha - \Omega}^{(k)} \in \{1, (1 + \delta \epsilon/c)^{-1}\} \), we can derive recursive bounds for \( \tilde{p}_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \) as a function of \( \tilde{p}_{\alpha - \Omega}^{(k+1)} / \rho_{\alpha - \Omega}^{(k+1)} \) for \( k \geq 0 \) and \( \delta > 0 \). We can thus construct bounds for \( \tilde{p}_{\alpha - \Omega} = \tilde{p}_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \) and \( \tilde{\mu}_{\alpha - \Omega}^{(k)} / \rho_{\alpha - \Omega}^{(k)} \). The complexity of the differentiation step is then proportional to \( \ln(u) r^2 \) instead of \( ur^2 \), but the obtained bounds are less precise than in previous bounding algorithm. Nevertheless, this approach might be useful when looking for analytic bounds of \( \tilde{p}_{\alpha - \Omega}^{(k)} \).
4. Applications and numerical results

4.1. An example of application: payment of dividends

Let us now modify our process $R_t$ with an horizontal dividend barrier strategy. Starting from $u$, if the surplus reaches the upper barrier $u + v$, all the premium income and the interests (at rate $\delta$) are paid as dividends until the next claim, i.e. during an exponentially distributed time $\xi$, with parameter $\lambda$. We shall show here that it is possible to determine the total amount of dividends that will be paid until the process reaches the lower barrier 0, and that this cumulative amount of dividends depends on win-first probabilities and on quantities which are computed in the previous algorithm. The total expected amount of dividends is given here as a simple example, and depending on the purpose of the study, one may introduce either a discounting factor or other parameters. We shall keep in mind that the total dividend amount might be here represented by a defective random variable. Denote by $D_t$ the cumulative amount of dividends that is paid during the $t$th period of payment, distributed as $D = \int_0^t e^{\delta s} ds$, where $N$ is the number of payment periods, and $T$ is the total amount of dividends $T = \sum_{i=0}^N D_i$. We also use $N_0$ and $T_0$, the random variables distributed as $N$ and $T$ given that $N > 0$. For any random variable $X$, we will denote respectively by $E[X]$ and $dX$ its distribution and density function.

From the memoryless property of the modified risk process, $\lambda > \delta$ and if $\beta_{u+1} < 1$, supposing that $u$ and $v$ are fixed, with the notation $\omega = WF(u, v)$ and $\beta = \beta_{u+1}$, the distribution function and the mean of the cumulated amount of dividends are as follows:

$$P[N = 0] = 1 - WF(u, v) \quad \text{and} \quad P[N = k] = WF(u, v)\beta^{k-1}(1 - \beta_{u+1}), \quad k \geq 1,$$

and if $\lambda > \delta$ and $\beta_{u+1} < 1$, supposing that $u$ and $v$ are fixed, with the notation $\omega = WF(u, v)$ and $\beta = \beta_{u+1}$, the distribution function and the mean of the cumulated amount of dividends are as follows:

$$P[T \leq x] = (1 - \omega) + \omega \left(1 - \beta^k\right) \sum_{k=1}^N \beta^{k-1} F_{D_k}(x), \quad \mathbb{E}[T] = \frac{WF(u, v)}{1 - \beta_{u+1}(\lambda - \delta)}.$$

The expected value only depends on $\lambda$, $h$, $WF(u, v)$ and $\beta_{u+1}$, which we are able to compute with as much precision as necessary.

**Proposition 7.** If there exists $R$ such that $\mathbb{E}[e^{R}] = 1/\beta$, then we can get, by application of Smith’s theorem:

$$\lim_{t \to \infty} P[T \leq x] = (1 - \omega) + \omega \lim_{t \to \infty} e^{-Rt} \int_0^t \frac{\delta s}{(1 - G(s))} ds,$$

with $\delta(y) = (1 - \beta)e^{R} F_d(y), G(y) = \beta e^{R} f_d(y), F_d(y) = 1 - (1 + y)^{-(\beta - 1)},$ and $f_d(y) = \lambda(1 + y)^{-(\beta - 1)}$.

This simple example shows how quantities $\beta = \mathbb{E}[WF(u + v - W)]$ and $\omega = WF(u, v)$ naturally appear in the computation of the expected dividends (Fig. 1).

4.2. Numerical results

The results presented hereafter have been obtained for $\lambda = 1$ and $c = 1.05$. $W$ is first exponentially distributed with parameter 1, and then discretized with $F_d(id)$ defined on each interval $[id, id + dl]$, such that:

$$F_d(id) = \frac{1}{d} \int_{[id,id+dl]} F_d(x) dx.$$
We have taken $d = 1$. As explained in Section 3.1, in order to cancel $\pi_0 = P(W = 0)$, the Poisson parameter $\lambda$ has been modified into $\lambda(1 - \pi_0)$, and the $\pi_i$ have been changed too. This discretization procedure if fully described in De Vylder (1999). This explains values for $x = 0$ in Figs. 2 and 3. The observation of the evolution of $\mu_{x,x>0}$ confirm that it is nonincreasing, but not continuous. This is a classical fact in ruin theory, and it explains that we usually observe discontinuity points that really exist, even if exact computations are carried out. Let us explain, for example, that if $\delta = 0$, $\mu_x = \mu_0$ for each $x < 1$. Note that $\theta = \sup\{R_t, t \leq T_0 | R_0 = 0\}$. Starting from 0, the random variable $\theta$ keeps growing, as a survival lifetime, until the first claim. If the claim occurs before $\theta$ reaches the value 1, then ruin occurs since the claim amount is a positive integer. As long as $\theta < 1$, for $\delta = 0$, the probability that $\theta$ stops growing is directly linked with the hazard rate of the time of the first claim, which is constant and equal to the modified $\lambda$. If $\theta$ has reached $x > 1$, situation is more complex, since the probability that $\theta$ stops growing will also depend on the claim amount.

The analysis of derivatives of hazard rates (see Figs. 4 and 5) may be important to understand approximations that are made in the proposed algorithm. Replacing $\mu^{(i)}_{x \rightarrow (u,v)}$ with the approximation $\mu^{(i)}_{u \rightarrow (u,v)} = (\mu^{(i)}_{u \rightarrow 1} - \mu^{(i)}_{u \rightarrow 0})/\delta$ gives good results for $u \notin \mathbb{N}$, but it must be done keeping in mind the discontinuity of $\mu_x$ and of its derivatives on atoms of the distribution of the claim amount (see Tables 1 and 2). Despite discontinuities of hazard rates of $\theta$ (see Figs. 2 and 3), survival function $S(x)$ is continuous (see Fig. 6), and tends to $\phi_0(0)$ as $x \rightarrow +\infty$. This function is sufficient to obtain all values of $WF(u, v) = S(u + v)/S(u, u, v > 0$. Of course, in the special case $\delta = 0$, computation of probabilities of ruin and non-ruin are already well-known, and may be computed for example with classical formulae (see Picard and Lefèvre (1997) or Rullière and Loisel (2004)). We retrieve $S(x)$ by computing the ratio $\phi_0(0)/\phi_0(u)$ (see Table 3). We shall remember that, for $u > 0$, although the computation of $\phi_0(u)$ is exact, it does not use previous computations of $\phi_0(x), x = 1, \ldots, u - 1$. This implies, especially if discretization of $W$ is really accurate, a computation time that could be important. It is thus interesting to propose another way to determine $WF(u, v)$ that would help to understand the structure of $\theta$. In Table 3, we see that approximation algorithm gives quite precise results for small values of convergence parameters $n$ and $r$, and that precision increases rapidly when $r$ becomes larger.

To give an idea of the convergence of the bounding algorithm, we have taken convergence parameters $n = 2$ and $r = 100$. Keeping $c = 1.05, \lambda = 1$, we obtain quantities in Tables 4–8, in both cases $\delta = 0.05$ or 1.2. Rather
than proposing very near bounds for each quantity, we preferred showing only decimals that were in common in lower and upper bounds. The great number of correct digits shows that the algorithm gives very thin bounds when \( r \) becomes large. It may help measuring quality of analytical approximations, and also helps comparing precision of the algorithm with the existing one in the literature. This last point will be developed in Section 4.3. In Table 6, we gives bounds for the 10 first-order derivatives of \( S \) and \( \mu \). When \( r \) is large enough, bounds remain very thin also for these derivatives, and are far much precise than the one that could be obtained by successive finite differences on thin intervals of length \( \epsilon \). This result comes directly from the fact that (5) gives at point \( x \) exact values of
Table 1
Some values of derivatives of $\mu$ for $\delta = 0$ and $\epsilon = 0$

<table>
<thead>
<tr>
<th>$i\epsilon$</th>
<th>$\mu^{(1)}$</th>
<th>$\mu^{(0)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.95</td>
<td>-0.02858</td>
<td>-0.02860</td>
</tr>
<tr>
<td>4.96</td>
<td>-0.02854</td>
<td>-0.02856</td>
</tr>
<tr>
<td>4.97</td>
<td>-0.02850</td>
<td>-0.02852</td>
</tr>
<tr>
<td>4.98</td>
<td>-0.02846</td>
<td>-0.02848</td>
</tr>
<tr>
<td>4.99</td>
<td>-0.02842</td>
<td>-0.02844</td>
</tr>
<tr>
<td>5</td>
<td>-0.02380</td>
<td>-0.17041</td>
</tr>
<tr>
<td>5.01</td>
<td>-0.02378</td>
<td>-0.02379</td>
</tr>
<tr>
<td>5.02</td>
<td>-0.02376</td>
<td>-0.02377</td>
</tr>
</tbody>
</table>

Table 2
Some values of derivatives of $\mu$ for $\delta = 0.05$ and $\epsilon = 0$

<table>
<thead>
<tr>
<th>$i\epsilon$</th>
<th>$\mu^{(1)}$</th>
<th>$\mu^{(0)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.95</td>
<td>-0.03185</td>
<td>-0.03188</td>
</tr>
<tr>
<td>4.96</td>
<td>-0.03179</td>
<td>-0.03182</td>
</tr>
<tr>
<td>4.97</td>
<td>-0.03173</td>
<td>-0.03176</td>
</tr>
<tr>
<td>4.98</td>
<td>-0.03166</td>
<td>-0.03169</td>
</tr>
<tr>
<td>4.99</td>
<td>-0.03160</td>
<td>-0.03163</td>
</tr>
<tr>
<td>5</td>
<td>-0.02763</td>
<td>-0.16936</td>
</tr>
<tr>
<td>5.01</td>
<td>-0.02758</td>
<td>-0.02761</td>
</tr>
<tr>
<td>5.02</td>
<td>-0.02753</td>
<td>-0.02759</td>
</tr>
</tbody>
</table>

these derivatives, when $S$ is given on $[0, x]$. Only approximations on $S$, that are numerically very precise, have an impact on these derivatives. At last, we have bounded, for $u = 5$ and $v = 4$, terms appearing in differential equation (3):

$$\frac{\partial}{\partial u} \text{WF}(u, v) - \frac{\partial}{\partial v} \text{WF}(u, v) = \frac{\lambda}{c + \delta u} \text{WF}(u, v) \cdot (1 - \mathbb{E}[\text{WF}(u - W, W)])$$

Only decimals that are in common in lower and upper bounds are written in Tables 7 and 8. As $\lambda$ was modified to eliminate the mass $P[W = 0]$, we easily verify this differential equation, in both cases $\delta = 0.05$ and 1.2. Convergence parameters $n = 2$ and $r = 100$ give in both cases, for the equality, a better precision than the 120 decimal digits we used for calculations. An interesting result of the algorithm is that it also gives all derivatives up to a given

Table 3
Exact values of $\mu(u)$ by the Picard–Leférevre formula and approximations of $S(u) (\delta = 0)$

<table>
<thead>
<tr>
<th>$u$</th>
<th>$\mu(u)$</th>
<th>$\mu^{(1)}(u)/\mu(u)$</th>
<th>$S(u)$ for $n=2, r=100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.047610048</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.066942973</td>
<td>0.54704386</td>
<td>0.547043856</td>
</tr>
<tr>
<td>2</td>
<td>0.126564634</td>
<td>0.3780679699</td>
<td>0.3780679686</td>
</tr>
<tr>
<td>3</td>
<td>0.165135685</td>
<td>0.2910608413</td>
<td>0.2910608413</td>
</tr>
<tr>
<td>4</td>
<td>0.195745533</td>
<td>0.239081985</td>
<td>0.2390819852</td>
</tr>
<tr>
<td>5</td>
<td>0.237326482</td>
<td>0.207378350</td>
<td>0.2073783494</td>
</tr>
<tr>
<td>6</td>
<td>0.266614925</td>
<td>0.1784347475</td>
<td>0.1784347475</td>
</tr>
<tr>
<td>7</td>
<td>0.294407015</td>
<td>0.15953810</td>
<td>0.159538102</td>
</tr>
<tr>
<td>8</td>
<td>0.322744306</td>
<td>0.14463700</td>
<td>0.144636999</td>
</tr>
<tr>
<td>9</td>
<td>0.357784267</td>
<td>0.13095794</td>
<td>0.130957961</td>
</tr>
<tr>
<td>10</td>
<td>0.385524138</td>
<td>0.125517681</td>
<td>0.1255176811</td>
</tr>
</tbody>
</table>
order, with respect to $u$ or in $v$, of $\mathbf{WF}(u, v)$. To give a concise illustration of Section 4.1, Fig. 7 draws the evolution of average cumulative dividends that may be paid each time the process reaches the upper barrier without having reached the lower one. This simple, natural example is based on quantities computed in approximation or bounding algorithm. It is given here in a simplified environment, and introduction of other economical parameters, such as a discounting factor, would require further analysis.
**Table 4**

<table>
<thead>
<tr>
<th>u</th>
<th>Exact decimal digits for (S(u)) and (\mu_u) by bounding algorithm ((\delta = 0.05))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(S(0) = 0.60201957637621359804084535522271810126242808463731290)</td>
</tr>
<tr>
<td>1</td>
<td>(0.553675343499540033704173623706531501977765358498)</td>
</tr>
<tr>
<td>2</td>
<td>(0.39701616166572908793906841011444902971033035312)</td>
</tr>
<tr>
<td>3</td>
<td>(0.3177796641317124672644016387353769410511736303477)</td>
</tr>
<tr>
<td>4</td>
<td>(0.27241998602865916591657603018913526368391855)</td>
</tr>
<tr>
<td>5</td>
<td>(0.24457528269419194766404768081132301397790228707)</td>
</tr>
<tr>
<td>6</td>
<td>(0.22841310146262043046576501510879866264861338077)</td>
</tr>
<tr>
<td>7</td>
<td>(0.214926041077224066047622109961190937044327013515)</td>
</tr>
<tr>
<td>8</td>
<td>(0.20695279058564794282027192707918407053660447)</td>
</tr>
<tr>
<td>9</td>
<td>(0.204758251247251497216643917909037798532454317247)</td>
</tr>
<tr>
<td>10</td>
<td>(0.197782621403272430680007777977470699050673097175)</td>
</tr>
</tbody>
</table>

**Table 5**

<table>
<thead>
<tr>
<th>u</th>
<th>Exact decimal digits for (S(u)) and (\mu_u) by bounding algorithm ((\delta = 1.2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(S(0) = 0.60201957637621359804084535522271810126242808463731290)</td>
</tr>
<tr>
<td>1</td>
<td>(0.66933517878900261091566493)</td>
</tr>
<tr>
<td>2</td>
<td>(0.59709764429037376063118302)</td>
</tr>
<tr>
<td>3</td>
<td>(0.574453157764855646477459)</td>
</tr>
<tr>
<td>4</td>
<td>(0.5672563137542653295887268)</td>
</tr>
<tr>
<td>5</td>
<td>(0.564524144631119585445702)</td>
</tr>
<tr>
<td>6</td>
<td>(0.5613302068143853952242)</td>
</tr>
<tr>
<td>7</td>
<td>(0.56117446756663061071255072)</td>
</tr>
<tr>
<td>8</td>
<td>(0.56146343775786806546955134)</td>
</tr>
<tr>
<td>9</td>
<td>(0.56209760969737283890946541)</td>
</tr>
<tr>
<td>10</td>
<td>(0.5629797260852189881409116)</td>
</tr>
</tbody>
</table>

**Fig. 6. Aspect of survival function** \(S(u) = WF(0, a)\) for \(l = 0\) and 0.05.
Exact decimal digits of quantities in differential equation by bounding algorithm (Table 7)

<table>
<thead>
<tr>
<th>$k$</th>
<th>$S_{\text{WF}}(0)$</th>
<th>$\mu_k^\text{WF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.244575262089191947660676868113201397978002220328925277632513032028345010104394281338542</td>
<td>0.0889638252877362752180323824501010345281338542</td>
</tr>
<tr>
<td>1</td>
<td>-0.02279453216274813598334684022647729300051</td>
<td>-0.02761929637316601601234906656995212902144625589679</td>
</tr>
<tr>
<td>2</td>
<td>0.0087050376940241684943821370568101482235497</td>
<td>0.004781757976065001141178540928015787739921848839</td>
</tr>
<tr>
<td>3</td>
<td>-0.0031480082973142861685913517709228054890</td>
<td>0.0010051674255563306660266666296026768785299</td>
</tr>
<tr>
<td>4</td>
<td>0.0001032907143616425006957225826560028969753509453</td>
<td>0.0000970184281010220590224335873848347593908697953</td>
</tr>
<tr>
<td>5</td>
<td>-0.00006483526596207966190199793822518051618568</td>
<td>-0.00004526235451522660026234737326797694596127464524</td>
</tr>
<tr>
<td>6</td>
<td>0.00034989069957592636439822047718020635017533</td>
<td>0.000036378004831822364846493515315401203385009</td>
</tr>
<tr>
<td>7</td>
<td>-0.0008660210162283053706121321270538997311567</td>
<td>-0.000791822544442075915414738107457059847501315</td>
</tr>
<tr>
<td>8</td>
<td>0.000016215429984074273345192157901449283600599</td>
<td>0.000076226609673618603096961062699689982210645</td>
</tr>
<tr>
<td>9</td>
<td>-0.0000755061483026871975968875624032219141467823554</td>
<td>0.0000264991262234354804875732694836180737071478</td>
</tr>
<tr>
<td>10</td>
<td>-0.0000874156970729545842525708297172289684889</td>
<td>0.000285704192012052041719241176645885864901463062</td>
</tr>
</tbody>
</table>

Table 8 Exact decimal digits of quantities in differential equation by bounding algorithm ($\beta = 0.5$)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Value for $u = 5, v = 4, t = 1.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>0.820391453826180742098503719041164699824277481420627074...</td>
</tr>
<tr>
<td>$\phi_\beta(0, u)$</td>
<td>0.0509920060557786257423959555525727017674284514602...</td>
</tr>
<tr>
<td>$\phi_\beta(0, u)$</td>
<td>-0.018490856251728780470598824217940363019573609721724867...</td>
</tr>
<tr>
<td>$\gamma(\text{WF} - W, W)$</td>
<td>0.816909441741844602235334760053050415899109332486871834...</td>
</tr>
<tr>
<td>$\gamma(\text{WF} - W, W)$</td>
<td>0.4862465857124571323624228844918394116604228235191117...</td>
</tr>
</tbody>
</table>

4.3. Comparison with other methods

Sundt and Teugels (1995) proposed several methods to compute $\psi(y)(0)$. Each one is based on the value of $\psi(y)(0)$. If these methods are used to compute $S(u) = \text{WF}(0, u) = (1 - \psi(y)(0))/1 - \psi(y)(u)$, then the result obtained depends on the value of $\psi(y)(0)$. Sundt and Teugels (1995) proposed for example a recursive algorithm that we rewrite with our notations:

$$\psi_\beta(hk^{j+1}) = \gamma^{-j} \left( \psi_\beta(0) + \sum_{j=0}^{k-1} \psi_\beta(h(k-j)^{j+1} f_j) \right),$$

$$\psi_\beta(hk^{j+1}) = \gamma^{-j} \left( \psi_\beta(0) + \sum_{j=0}^{\lambda-1} \psi_\beta(h(k-j)^{j+1} f_j) \right),$$

with $\gamma^{-j} = 1/(c + \lambda h)$, $\gamma^j = 1/(c + 2h - f_j^2)$, and, in the special case of integer-valued claim amounts, $f_j^2 = kh + \lambda \text{WF}[W \geq bh]$. $f_j = f_{j+1}$, $\lambda = 1$, $\beta = (\lambda + h)h$. Note that the corresponding formula for these quantities in
Sundt and Teugels (1995) (top of page 12) have to be switched. Let us try to minimize

$$\Delta \phi_{h}^{k} = \phi_{\delta}(hk)^{j+1} - \phi_{\delta}(hk)^{j-1}$$

under the (very) optimistic hypothesis that for $j < k$, $\Delta \phi_{h}^{j} = 0$. Note that

$$\phi_{\delta}(u) F(u) > \mathbb{E}[\phi_{\delta}(u - W)|W > u].$$

Hence, after some omitted computations, with $u = hk$,

$$\Delta \phi_{h}^{k} > \frac{(\phi_{\delta}(hk) - \phi_{\delta}(0))(1 - F(hk)) + \delta}{c + bhk}.$$

As an example, in the case $h = 0$, we can get from Table 3 values for the right member of (22). With same numerical parameters, the minimization of $\Delta \phi_{h}^{k}$ changes from values $10^{-3}$ to $10^{-5}$ when $hk \in [1, 10]$. To get the same precision level $10^{-5}$ as in Table 4, it would require an $h$ smaller than $10^{-5} + 5$, and a much higher complexity in $1/h^2$ than with our method. One must add to this the error possibly made in $\phi_{\delta}(0)$, which was supposed to be avoided, and the propagation error due to $\Delta \phi_{h}^{j}$, $j \leq k$.

Other methods might not be more efficient, except in the case where $\phi_{\delta}(0)$ is precisely bounded, for as well small or large values of $h$. Besides, the adjustment functions do not in general provide directly two-sided bounds for ruin probabilities. They are particularly adapted to the case of large initial reserve, which does not correspond to the assumption made here. This shows that the method consisting in taking the quotient of two non-ruin probabilities (computed with methods efficient for that problem) is not adapted to our framework, and that the algorithm proposed in Section 3 is more convenient to this problem.
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